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Abstract:

Consider the problem of dynamic pricing when a seller sets a price for his
product every day. Then, a buyer comes and decides a maximum price he is willing
to buy for. If the seller's price is higher than that of the buyer's, no
transaction happens, the seller suffers some constant loss and receives the
feedback "no". Otherwise the loss of the seller is the difference between the two
prices and the feedback is "yes". The sellers goal is to maximize its revenue for
the worst sequence of buyers. This problem is an instance of adversarial partial
monitoring games. We investigate the question of how to play in games like this
in an optimal fashion. In particular, we make the first steps toward classifying
these games from the point of view of their minimax regret.

Some interesting open problems are also outlined.
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