Selected Glossary of Concepts and Terms for EITM
Actual Law of Motion (ALM):  The reduced form equation of interest that contains the PLM.  Under certain stability conditions, this mapping from the PLM to the ALM can determine if an REE exists.           

Adaptive Expectations:  A model making agent’s expectations of a variable a geometric weighted average of past values of that variable.  

Adaptive Learning:  Application of a recursive statistical method for updating estimates of an empirical relation.  

Analogue:  A device in which a concept is represented by continuously variable --- and measurable --- quantities.  An example is “rational expectations” is the analogue of the concept of expectations.  

Assumption:  The starting axioms and postulates which yield testable implications spanning broad domains.  

Autoregressive Process:  A data generation process with “memory,” such that the value of the process at time t reflects some portion of the value of the process at time t-i.

“Closing” a Model:  The process of expressing variables in terms of other variables in order to make a model operational (testable).   

Cobweb Model:  The cobweb model is a theoretical model of an adjustment process that on a price/quantity or supply/demand graph spirals toward equilibrium. It represents a single competitive market where a time lag exists in production. The market equilibrium of price and quantity is determined by firms’ expected profit maximization and with demand determined exogenously.
Cointegrating Vector:  A linear combination of non-stationary variables that is stationary.

Concept:  An abstract or general idea inferred or derived from specific instances.

Conditional Expectations:  The mathematical expectation of a variable conditional on observable variables (specified in a model).  

Data Generation Process (DGP):  A theoretical construct indicating what “truly” affects the behavior of a given data series.    

Distribution (statistical):  An arrangement of values of a variable showing their observed or theoretical frequency of occurrence).

Eigenvalue:  A scalar associated with a given linear transformation of a vector space and having the property that there is some nonzero vector which when multiplied by the scalar is equal to the vector obtained by letting the transformation operate on the vector.

E-Stability Conditions:  When expectations are modeled by least squares learning there is convergence to the REE (asymptotically) provided a stability condition is met.  The E-stability condition determines whether the PLM parameters and the induced ALM parameters converge to the REE (a stable outcome of the ALM).

Expectations:  Forecasts or views that agents possess about phenomena of interest to them.

Function (used synonymously with the term “Mapping”):  A mathematical relation such that each element of one set is associated with at least one element of another set.

Granger Causality:  A variable X is said to “Granger Cause” variable Y if Y can be better predicted by adding past values of X than by solely relying on past values of Y.  

Law of Iterated Expectations:  The Law of iterated expectations is often exemplified by EtEt+1(.) = Et(.).  One cannot use limited information (at time t) to predict the forecast error one would make if one had superior information (at t+1).
Least Squares Learning:  An assumption that agents update their expectations by mimicking a least squares decision rule (they want to minimize their errors).    

Lucas Critique:  Forecasting the effects of policy changes has often been done using models estimated with historical data.  Robert Lucas pointed out that such predictions would not be valid if the policy change alters expectations in a way that changes the fundamental relationships between variables.  In other words, the public response may not be invariant to policy changes.
Mathematical Expectation (Expected Value): The weighted average of the product of random variables and the respective probability that the particular random variable value occurs (example: the expected value of a die is 1/6(1 + 2 +  3 + 4 + 5 + 6) = 3.5).  

Method of Undetermined Coefficients:  The method of undetermined coefficients involves making a conjecture about the solution, plugging in the proposed solution (as well as the resulting expectational terms) into the equation, and then matching coefficients from the result with the coefficients in the proposed solution. 

Minimum State Variable (MSV) Solution:  A solution procedure for rational expectations models that uses the simplest, least parameterized, characterization.

Multiple (Rational Expectations) Equilibria:  Rational expectations models (when they are solved) can contain multiple solutions (for example, a quadratic).  Often times some solutions can be ruled out due to implausible predictions.  Application of E-stability can assist in choosing the stable from unstable outcomes.  

Perceived Law of Motion (PLM):  An equation representing the “instrument” agents use in forecasting a variable of interest.  The parameters of this instrument may or may not attain the REE parameters.

Random Variable:  A function that assigns a real number to each and every possible outcome of a random experiment.

Rational Expectations:  A mathematical expectation of a variable conditional on variables observable at some point in time (past, current, future).

Rational Expectations Equilibrium (REE):  Agent expectations, based on all available information (in the model), about an outcome that equals the outcome on average.  An REE imposes the consistency condition that each agent’s choice is a best response to the choices of others.

Recursive Estimation:  Estimating parameters (usually by least squares) based on the first t observations.  Next use the first t+1 data points and compute the parameter vector again.  Continue the process by adding one additional data point and then updating the parameter vector until all data are used.  A sequence of parameter vectors is generated and can be plotted.    

Self-referential Model:  Systems or models that have the property that the laws of evolution of the endogenous variables are determined in part by the adaptive estimation process used by agents.  In other words, agents are learning about a system (or model) that is being influence by the learning processes of agents like themselves.

Spurious Regression:  Two independent non-stationary series that have (erroneously) a significant relation.      

Stationary Processes:  A stochastic process in which the distribution of the random variables is the same for any value of the variable parameter. 

Stochastic Process: A statistical process involving a number of random variables depending on a variable parameter (which is usually time).

Stochastic Recursive Algorithms (SRA):  To make decisions, agents need to forecast the current or future or both values of relevant variables.  The “motion” of these variables of interest depend on parameters whose true values are unknown, so agent forecasting  depends on estimating these parameters on the basis of available information and past data.  An SRA will contain a vector of parameters that depend on the recursive estimation of  a “gain” parameter and a series of  “state” variables.    

