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Pioneer



Pioneer (cont.)

While the adoption of machine learning in politcal science has
surged in recent years, Francisco Cantú’s Fraudulent Democracy?
stands as a foundational milestone.

• Published in 2011, the groundbreaking article introduced
several innovations:
• Use synthetic data to train a fraud detection prototype
• Application of supervised learning framework
• Detect fraudulent practices using distribution of the digits in

reported vote counts

Approach inspired later advancements, including his 2019 APSR
article using convolutional neural networks to analyze Mexico’s
1988 elections.
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Pioneer (cont.)
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Synthetic Data

• We generate vote counts for 100 simulated districts, each
containing two competing parties, i ∈ {A,B}.
• Fraud is simulated in the following way:

• In each district, we take away a fixed proportion γ of party A’s
votes and give δ(γVAj) votes to party B (with γ > 0, δ > 0).

• We calibrate our simulations using the 1931 and 1935
elections: αA = 400, αB = 320, γ = 0.3, and δ = 1.2 provide
the best fit between the simulated and real data.

• We generate 10,000 electoral contests. Each one is treated as
a Bernoulli trial with probability of success/failure, p = .5.

• For each contest, we record:

1. The mean of the first digit of party i ’s votes in every district.
2. The frequency of the number 1 as the first significant digit of

party i ’s votes in every district.



Calibration
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Classification using Naive Bayes

• The classification problem consists of finding the class with
maximum probability given a set of observed attribute values.

• Following Bayes’ theorem, the posterior probability of class y
can be written as:

p(y |x) = p(y)

p(x)

m∏
i=1

p(xi |y),

• Independence rarely holds in real-world applications; yet NB is
accurate and efficient even if this assumption is violated.

• We use the class-conditional densities from our synthetic data
to classify elections.



Classification (cont.)
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Classification (cont.)

• In the 1931 elections, the frequency of the number 1 as the
first significant digit (FSD) of the beneficiary of fraudulent
practices is 0.4, and the mean of the FSD is 3.77

• The probability that the 1931 election was clean is thus:

p(c)p(x1 ≤ 0.4|c)p(x2 ≤ 3.77|c)
p(c)p(x1 ≤ 0.4|c)p(x2 ≤ 3.77|c) + p(c ′)p(x1 ≤ 0.4|c ′)p(x2 ≤ 3.77|c ′) ,

where x1 denotes the frequency of the number 1, and x2
denotes the mean of the FSD.

• Given a prior assignment of probabilities p(c) = p(c ′) = 1
2 ,

p(c |x) = (.5)(1)(.9108)

(.5)(1)(.9108) + (.5)(.1954)(1)
≈ 0.823



Classification (cont.)

Table 3
Contingency Table: Logit model fit to the Training Data

Predicted Class
True Class Clean (0) Fraud (1)
Clean (0) 4777 282
Fraud (1) 290 4651

Notes: This table reports the classifier’s performance regard-
ing the training data. The overall correct classification rate
is 94.28%. The positive predictive accuracy is 94.28%, the
sensitivity is 94.13%, and the specificity is 94.43%.

Table 4
Classification of Buenos Aires’ Elections (1931-1941)

Election p(clean) = p(fraud) p(clean|x) p(fraud|x) log p(y=1|x)
p(y=0|x) Classification

Validation Set (Seed Data)
1931 0.5 0.823 0.176 -1.539 Clean
1935 0.5 0.054 0.945 2.845 Fraudulent

Test Set
1940 0.5 0.756 0.243 -1.135 Clean
1941 0.5 0.080 0.919 2.441 Fraudulent

Notes: This table reports the classification of the elections in our validation set (top panel) and in
our test set (bottom panel) obtained using the NB learning algorithm.

Table 5
Error Rates of Fraud Detection Algorithms in Previous Research

Procedure Correctly Classified False Positives False Negatives
1BL Test 66.6 % 25.0 % 0.0 %
2BL Test (Mebane 2008b) 50.0 % 0.0 % 50.0 %
Last Digit Test (Beber & Scacco 2008) 50.0 % 0.0 % 50.0 %
Mean of SSD (Mebane 2008b) 25.0 % 25.0 % 50.0 %
Turnout and SSD (Mebane 2008a) 50.0 % 0.0 % 50.0 %
Turnout Anomalies (Levin et. al. 2009) 50.0 % 0.0 % 50.0 %

Notes: This table reports the error rates associated with different fraud detection algorithms used in
the literature: the first-digit Benford’s Law test (1BL); the second-digit Benford’s Law test (2BL);
the last digit test, the second significant digit (SSD)’s mean test; the second-digit mean/turnout
test; and the anomalies in turnout test. An election is considered to be correctly classified if it
matches the historical evidence. A false positive (negative) is an election classified as fraudulent
(clean), but considered legitimate (irregular) by most historical accounts. Due to data availability
constraints, we could only perform the analyses that examine anomalies in the distribution of
turnout for the 1940 and 1941 elections.
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Legacy of Francisco Cantú

Francisco’s role as a pioneer in political science research should be
acknowledged. His work:

• Shaped trajectory of field with new methodologies

• Inspired and motivated other researchers

• Influenced future studies and methodologies

He will be remembered and cited long after this initial work,
leaving a lasting legacy in the scientific literature.


